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A few words about my research group APE (INFN)

Array Processor Experiment is a 30+ years old supercomputing project based on
two main pillars:

Arithmetic engine tailored for
physics application (LQCD, . . . )

Custom network to exploit
communication pattern
peculiarities
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Motivations

an architectural/hardware point of view: computing engines and network are
still key technologies when it comes to ”new” algorithms (such AI/ML/DL)
and high data throughput.

we’ll see what main technology vendors are proposing.

some of the new ideas within the HEP community that can have an
architectural impact on streaming readout systems

briefly showing APEIRON, a framework proposal we are working on for
building heterogeneous real-time systems
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Introducing FPGAs and Streaming readout

Field programmable gate arrays (FPGAs) are chip made up of a finite number
of predefined resources with programmable interconnects to implement
reconfigurable digital circuits and I/O blocks.

FPGAs features specialized blocks for arithmetics (DSP), memory and high
speed transceivers.

We have learned to use programmable devices in the years in triggered DAQ
systems.

We mainly needed two features: reduce data on selected subsystems in order
to generate trigger signals, and store as much data as possible on the
detector side waiting for triggers.

In triggered DAQ most of the computational part is done at arrival.

Thanks to the increasing bandwidth of interconnection technology and the
computing power available on programmable devices, we are now able to
design streaming DAQ systems.
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Why FPGA are good in streaming readout

Computing models have evolved in time with the
increasing complexity of the underlying hardware.

In the scalar model, an instruction stream is
prepared for a single general purpose processing unit.

In the SIMD/MIMD model multiple processing unit
are able to work in parallel with the same/different
instruction stream.

Programmable devices exploit parallelism in a
different way: the instruction stream is segmented in
pipeline stages, where each stage performs a
specialized operation.

This model is described with different metrics than
usual computing models: latency and throughput.

Moreover, people working on AI algorithms such as
deep learning neural networks have started
representing those networks already in a pipelined
model.
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